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26) IDG, Just one autonomous car will use 4,000 GB of data/day, 2016

Teams of people who possess both process 
knowledge and computer science are required 
for the development of good adaptive models. 
There is also a need for method development, 
with experience teaching us that data prepa-
ration demands a disproportionate amount of 
work. This is a serious issue that needs to be 
continuously addressed and prioritised, lest it 
become an obstacle in releasing industrial value. 

Solutions to data deficiency and 
the manual intervention
Much of the success of modern AI applications 
is based upon bottom-up strategies within which 
models are trained using large, well-structured data 
sets typically collected via the Internet. For example, 
the GPT-2 text bot mentioned in the text box on 
page 45 was trained using a data set of eight million 
web pages. Intelligent assistants like Apple's Siri or 
Amazon's Alexa use thousands of terabytes of data 
in order to perform their tasks, and self-driving cars 
consume about forty terabytes per eight hours of 
driving, according to INTEL26).

For operational industrial applications, large 
amounts of information are being collected. 
However, critical processes, in particular, lack 
the volumes needed to train good models. There 
is a lack of data in marginal or edge cases, and 
it is not always easy to deliberately address 
such deficiencies (by inducing errors in physical 
processes). The errors they represent correspond 
to significant costs due to major production 
disruptions. This is a problem that also applies to 
other, normally data-rich applications. One of the 
big challenges in the development of autono-
mous vehicles is managing the most unusual of 
operating cases. Another characteristic of today's 
AI technology is that it tends to easily become 
confused if circumstances deviate significantly 
from what is expected.

Methods are in development to overcome these 
weaknesses. Similar to human intelligence, they 
involve working in a more flexible, top-down 
manner, which allows for reduced data require-
ments and enhanced speed. There are a number 
of trends related to the development of more 
natural systems worth keeping an eye out for in 
the near future.
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8 trends  

1The fi rst trend involves 
giving robots conceptual 
properties (both physical 
and artifi cial) that in turn 

give them a greater ability to perceive 
themselves – and their environment. 
See the text box on page 45, descri-
bing how researchers at the Univer-
sity of Columbia have succeeded in 
giving a robot such properties.

2 Another developmental 
avenue involves something 
of a renaissance of the 
concept of ‘expert systems’ 

within which computers become better 
at doing what human process operators 
do by making adjustments in real time 
to optimise processes. Siemens has de-
veloped data-effi  cient methods such as 
these based on ‘reinforcement learning’
to control the company's gas turbines, 
an area where traditional neural networks 
would take up to a hundred years27) to 
learn the complex combustion proces-
ses. The method has subsequently been 
developed to increase the effi  ciency of 
the company's wind turbines. Google is 
also using the technology to successfully 
reduce the energy consumption of its 
data centres.

3     A third way to address the 
weaknesses of today's AI 
algorithms is to give com-
puters more common sen-

se28). According to an article in Harvard 
Business Review29), the Allen Institute 
for Artifi cial Intelligence is working on 
developing test data that can be used 
to verify what common sense means 
to a machine. Meanwhile, DARPA is 
investing USD 2 billion in AI research 
through, among other things, creating 
models that mimic human cognition. 
And Microsoft and McGill University 
have jointly developed a system for 
distinguishing ambiguities in natural 
language, a challenge needs to be solv-
ed if, among other things, computers 
are to be able to communicate with 
human beings in a human way.

4 A fourth track is the possibility of letting 
computers make similar balances of 
probability assumptions to those that 
humans intuitively make. This is being made 

possible through stochastic Gaussian processes that 
are able to function and recognise patterns within 
limited data sets and learn from experiences. Another 
feature of this method is that processes are traceable if 
something goes wrong, unlike with the black boxes of 
neural networks.

5Yet another method of advancement is Probabilistic Programming for the applica-
tions described above. This method brings together the best methods for mimicking 
human intelligence such as probability theory for modelling, statistical methods for 
drawing conclusions, and neural pattern recognition networks, along with symbolic 

program languages that hold the system together.

27) Siemens.com/presse/inno2017
28) Common sense philosophy is a branch of philosophy developed by Thomas Reid in the 18th Century. The concept is 

based on Aristotle's beliefs that our senses allow for the creation of uniform and universal human perceptions of objects.
29) H. James Wilson et.al., The Future of AI Will Be About Less Data, Not More, 2019
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8 Finally, AutoML or Automatic 
Machine Learning looks like 
the holy grail for solving the 
many and long routine steps 

found in today's state of the art technology. 
Automated machine learning involves 
automating the process from end-to-end. 
As we have noted, typical machine learning 
projects involve extensive pre-processing 
before the dataset can be made available 
for actual machine learning.

Pre-processing is followed by selection of 
the algorithm, hyperparameterisation and 
fi ne-tuning to maximise predictive perfor-
mance in the fi nal model. In addition, many 
of these steps require both experience and 
specialist knowledge. What could be more 
logical, then, than to suggest AutoML as an 
artifi cial intelligence-based solution to these 
growing challenges? Automating the pro-
cess would be an eff ective productivity-en-
hancing method, which in addition would be 
likely to provide solutions and models that 
exceed manually designed ones.

AutoML solutions with drag-and-drop-ba-
sed user interfaces, and that do not require 
any coding in the regular sense, are now 
on the market and are off ered by all major 
platform providers such as Google, MS 
Azure and IBM, along with many speciali-
sed smaller companies. The technology is 
evolving rapidly and will further lower the 
threshold for users.

6 Explainable AI is an adjacent developmental track. The black box phenomenon 
of machine learning can be problematic. Therefore, it’s important that systems are 
able to justify how they have arrived at their conclusions. It’s also important to 
ensure that human beings can have trust in the way that such systems arrive at 

their results and decisions when, for example, traffi  c situations, legal support or medical 
diagnosis become automated.

7 Federated machine learning is 
another method showing promise. 
The idea was launched in 2017 by 
Google as a concept within which 

the ability to train a model is decoupled from 
the up-until-now necessary central storage of 
data in the cloud. The method can train a single 
machine learning algorithm over several decen-
tralised servers that store data, without actually 
exchanging data with other servers. It allows 
multiple actors to build a common, robust 
machine learning model without sharing data, 
thereby addressing critical issues such as data 
privacy, data security, data access rights, and 
access to heterogeneous data. It also enables 
capacity in distributed applications. 

This way of working is based on the idea that 
a distributed device, such as a phone, down-
loads an existing shared model, improves it 
by learning the data that is locally available on 
the phone/device and then summarises the 
changes as a small concentrated update. Only 
the update is sent to the cloud, via encrypted 
communications, where it is immediately com-
puted and integrated with other user updates 
to improve the shared model. All training data 
remains on the local unit, and no individual 
updates are stored in the cloud.

The technology can contribute to breakthroughs 
for industrial operational applications based on 
conventional automation or IoT, where distributed 
capacity is both a prerequisite and a natural part 
of the current concept of control and monitoring.
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Industry case study: BillerudKorsnäs in Gävle, Sweden 

Deep Process Learning



89

Swedish IndTech • [AI] & Digital Platforms • Part 2: The Technology

89

Industry case study: BillerudKorsnäs in Gävle, Sweden 

The process industry accounts for almost half 
of all industrial production in Sweden. So, the 
achievement of efficiency and productivity impro-
vements within it is certain to have a major im-
pact on the Swedish economy. The forestry sector 
has an advanced supply chain with multiple levels 
of complexity and difficult, resource-intensive 
processes: from felling to barking and chipping 
the wood, to boiling, washing and bleaching the 
pulp before it reaches the paper machine to 
be refined to produce paper and cardboard of 
various grades.

Process industries produce huge amounts of 
data and have a high degree of automation, 
but they also face a variety of challenges. These 
challenges can’t always be addressed through 
traditional analysis methods. As such, the data 
produced can be a valuable asset, capable of 
being refined through AI to generate insights, 
predictions and automation algorithms – thus 
creating the next stage of productivity, quality 
and automation.

BillerudKorsnäs is a forestry company that 
supplies packaging materials and packaging solu-
tions. The company has three divisions: Division 
Board, which manufactures and sells liquid and 
non-liquid packaging board, as well as fluting 
and liner; Division Paper, which manufactures 
and sells high-quality kraft and sack paper; and 

DEEP is a project that will show how deep process learning (deep learning) can 
be used for the next step in process automation. The project takes advantage 
of data that already exists in process control systems and uses it to suggest 
the measures required to improve selected key performance figures. The 
project, which is a collaboration with PiiA, consists of a consortium between 
BillerudKorsnäs, Peltarion, PulpEye and FindIT.

the Solutions Division, which meets the needs of 
brand owners for efficient packaging solutions 
and systems.

During a feasibility study for DEEP, Billerud-
Korsnäs and Peltarion jointly led a machine 
learning project to predict the kappa number of 
pulp after boiling. The kappa number is a measure 
of residual lignin in the pulp, and determines 
the boiling process required for different pulp 
qualities. The project was successful and resulted 
in a useful technique for predicting the kappa 
number. This success encouraged further deve-
lopment of the approach in other process steps.

"The forestry sector has an 
advanced supply chain with 
multiple levels of complexity 
and difficult, resource- 
intensive processes…
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Industrial case study: BillerudKorsnäs in Gävle

" “The successful use of machine 
learning as a tool is based upon 
a deep understanding of the 
processes that are to be optimised. 
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The challenge

Paper machine 4 in Gävle is a cardboard machine 
that manufactures liquid packaging board for juice 
and milk packaging, among other things. The 
purpose of the DEEP project has been to realise 
the effi  ciency potential identifi ed in the manu-
facturing process by proposing optimal machine 
operational parameters. An essential feature of 
the fi nished liquid packaging board is the carton’s 
bending stiff ness. This property is determined 
by complex relationships between the diff erent 
stages of the manufacturing process, not least by 
the pulp’s fi bre properties. The goal is to produce 
strong packaging using less raw material.

In order to meet the quality objectives at opti-
mum production speed, process settings must be 
constantly evaluated and adjusted. In the DEEP 
project, data is being collected to support the 
online optimisation of such decisions. The data 
used in the project consists of high-resolution 
microscopy images from PulpEye's analyser 
which provides information about the pulp's 
fi bre properties and camera images from the 
drying cylinder which provides information 
about the de-watering of the pulp, in combination  
with measurement values from diff erent 
sensors in the system. In the next step, data will 
be used to develop a suitable model to predict 
quality properties.

During the DEEP project, many diff erent attempts 
were made using diff erent methods, including deep 
learning with Peltarion's self-developed platform.

The experience

BillerudKorsnäs has formed a digitalisation team 
with diff erent competences from diff erent parts 
of the organisation and that initiates and runs 
transformation projects. The company's various AI 
initiatives are part of that transformation process.

BillerudKorsnäs' experience shows that deep 
learning technology is ripe for use in various 
types of classifi cation problems and for further 
increasing the degree of process automation. The 
process industry is characterised by a combina-
tion of large amounts of data and a high degree 
of automation, which partly produces conditions 
that diff er from other fi elds that apply deep 
learning and machine learning. Over time, the 
technology will fi nd its place in process analysis 
and control, and will solve many more problems 
that aff ect effi  ciency, quality and logistics.

One of the most important takeaways from Bil-
lerudKorsnäs’ AI projects is the need for domain 
knowledge and the ability to formulate the right 
problems. The successful use of machine learning 
as a tool is based on a deep understanding of the 
processes that are to be optimised.

BillerudKorsnäs is continuing its work on devel-
oping processes with the help of AI, and another 
project will be launched in collaboration with 
PiiA in the spring of 2019. This time, it will be led 
together with Finnish Quva OY as data analytics 
provider.

Sources: PiiA, BillerudKorsnäs, Peltarion

Industrial case study: BillerudKorsnäs in Gävle
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30) Linköpings Universitet, Sätt människan i centrum för AI-forskningen, 2018 
31) Harvard Business Review, Collaborative Intelligence: Humans and AI Are Joining Forces, 2018

Man and machine:  
collaborative intelligence

It was once said that we should, "Let the machine 
take care of the details and let man think and 
dream". And, as Anders Ynnerman, a professor 
at Linköping University states, "for every AI system 
that we have where we add on the human aspect, 
we get a much better system.” 30)

At the same time, there is a fear that AI will 
eventually push people out the labour market. 
The latter is hardly inevitable or even the most 
plausible outcome. Never before have digital 
tools been better suited for collaboration with 
people. And while AI will surely change the way 
work tasks are performed, and who performs 
them, the role of machines in future will be to 
reinforce and supplement human abilities rather 
than to replace them.

The concepts of collective and collaborative intel-
ligence are also worth bearing in mind. Models 

where people's intellectual capacity can be increased 
through smart collaborative methods, either 
working with other people or with machines, will 
have a major impact on industrial development. 
Man's abilities in leadership, teamwork, creati-
vity and social interactions will complement AI’s 
speed, scalability and quantitative ability to keep 
track of large complex data sets. Industrial activi-
ties require both.

But the above line of reasoning also demonstra-
tes the need for changed processes and in many 
cases radical transformations of both business 
activities and the way people and machines 
interact on a practical level. An article in Harvard 
Business Review31) notes that the business effects 
of artificial intelligence clearly depend on the 
ability to "rethink" activities so that they both in-
corporate AI and cultivate related abilities in hu-
man employees, in addition to allowing creative 
experimentation and having clear AI strategies. 
Last, but not least, it is important to manage data 
in both a relevant and responsible manner.
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”	For every AI system that 
we have where we add 
on the human aspect, 
we get a much better 
system.

Anders Ynnerman,  
Professor at Linköping University  

AI will lead to more automation and to more 
advanced automation. One of the major advan-
tages of automation is avoiding errors caused by 
people not being able to repeat tasks efficiently. 
A robot that is asked to do the exact same mo-
tion a thousand times makes the same motion 
a thousand times – as long as the sensors and 
the mechanics work. A person might be able to 
perform it three times but is at the same time a 
master at interpreting their senses and dealing 
with new unexpected situations.

The process of how this might happen is not yet 
clear and making machines that act in a human- 
like manner is a complex matter. The recent acci-
dents involving a highly advanced Boeing aircraft 
model have, in a frightening way, also shown that 
for every human mistake that a machine eliminates, 
there is a risk that a new one will be introduced. 
There are endless possibilities for misunder-
standings to occur between human intelligence 
and machines. In the industrial context, the 
challenge boils down to establishing collaborative 

intelligence, and how well the interface between 
human and machine works. This developmental 
field is known as UX – user experience – or in the 
AI context it’s perhaps more appropriately called 
MMC, man machine communication.

Issues with misunderstandings and mistakes 
have the potential to intensify as the degree of 
automation increases further. Humans will no 
longer have full control over machines. Over-
all, this will lead to a decrease in those parts of 
industry domain knowledge that include artisanal 
process knowledge. At an operational level, the 
challenge for the machine operator will be to 
monitor a process over a significant amount 
of time and to be prepared to take over the 
moment something goes wrong. Problems in this 
area have the potential to be costly in a process 
industry and utterly catastrophic within aviation.

One conclusion that can be drawn is that machines 
that don’t allow people to keep up with the 
processes they are managing aren’t optimal in 
events where people are forced to take over. 
Another conclusion is that the best kind of 
automation isn’t necessarily where the computer 
automatically does most of the work, but rather 
where there is an optimal distribution, and a re-
alisation that people and machines will probably 
never understand each other perfectly. We have 
two pilots in the cockpit and two operators in the 
control room, and unfortunately, both can some-
times be expected to do unexpected things.
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Looking ahead 

In this section, we have skimmed over some of 
the concepts and constructs that may come in 
handy from an applied industrial perspective. Of 
course, there are countless other aspects of AI 
that could potentially be taken into account when 
assessing a technology which proponents claim 
to be ‘intelligent’. Many of these issues relate to 
morals and ethics. As society and industry move 
ahead, we will likely encounter machines with 
questionable intentions and distorted develop
ment, whose intent is to benefit individual stake- 
holders. AI will influence people's attitudes; 
false correlations and self-reinforcing feedback 
will eventuate – and algorithms may influence 
reality to gain even more influence, even though 
their base assumptions are false. The origin and 
quality of data will continue to be an issue and, 
last but not least, we will face uncertainty around 
what is real and true: will we, in future, be able 
to trust what we see and hear? Will we be able to 
trust pictures, movies and sounds?

From an industry development point of view, 
our hopes for AI and machine learning might be 
for them to provide greater flexibility than that 
currently found in our simple neural networks 
which are only capable of performing one task at 
a time and are expensive and arduous to retrain. 
We might also hope to see significant productivity 
gains in system development, while there is also 
room for improvement in the deployment of 
models.

But we can rest assured that these are areas 
that are currently being addressed by research. 
Likewise, the huge data requirements, the need 
for manual intervention, and the problems with 
edge data all need to be addressed. The actual 
learning process with its hyperparameterisation 
needs to be further automated. Another potenti-
ally growing problem is the lack of transparency 
in neural networks, which for the most part 
resemble black boxes.

It’s impossible to know how and when these 
issues will be addressed. It could take years or 
there may be sudden breakthroughs, such as 
when the AlphaGo defeated one of the world's 
best Go players with the help of reinforcement 
learning. But it does not change the fact that AI and 
machine learning are already powerful enough 
tools to change industry, and that those who 
acquire knowledge, experience and an upper 
hand when it comes to applying the technology 
have everything to gain.

"	Will we in the future be 
able to trust what we 
see and hear? Will we 
be able to trust pictures, 
movies and sounds?
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Vinnova (AI Innovation of Sweden)

From 2011 to June 2019, Vinnova granted ap
proximately SEK 900 million to some 580 projects. 
In 2018, the decision was made to develop and 
strengthen investments in initiatives related to 
artificial intelligence and secure data access. 
Over the next ten years, SEK 200 million will be 
invested annually, of which at least SEK 50 million 
will consist of targeted AI investments. The goal 
is to strengthen the development of collaborative 
environments that work with research, innovation 
and education, as well as to strengthen advanced 
data, testing and technology infrastructures.

In order to mobilise, and to increase visibility 
and activity in applied artificial intelligence, Vinno-
va supports the development and establishment 
of a number of nodes – AI Innovation Sweden. 
These will ensure coordination and synergies. It is 
therefore important that the nodes are open and 
accessible to all parties wishing to connect.

AI Innovation of Sweden is a national and 
neutral venture aiming to act as an engine in the 
Swedish AI ecosystem. The focus is on accelera-
ting the application of AI through the sharing of 
knowledge and data, co-location and collaborative 
projects, all with a strong focus on ethics, trans-
parency and security. AI Innovation of Sweden 
establishes shared resources, such as the ‘Data 
Factory’, which will make data available in a new 

As we have described in this report, AI development is now entering a more 
commercial stage, with major underlying economic interests involved. This 
does not eliminate the need for long-term fundamental research in disciplines 
such as mathematics and computer and systems science, nor for industrial 
activities of a more applied nature including activities aimed at disseminating 
knowledge and contributing to a high qualitive level of operational activities. 
Below is a compilation of current programs and projects. The source is, in most 
cases, Vinnova's compilation: AI-Environments in Sweden, 2019.

and unique way, and ‘Co-Location sites’. Over 40 
organisations and companies – from business, 
academia and the public sector – have joined, and 
more are expected to join in the future.

Elements of AI is a free online course that descri-
bes artificial intelligence basics. Theory is combined 
with practical exercises and examples. It does not 
require any programming or maths skills. The goal 
is for artificial intelligence to become comprehen-
sible to all.

The course is offered by AI Innovation of Sweden, 
AI Competence for Sweden, Linköping University 
and Vinnova together with the University of Helsinki 
and Reaktor. The goal is for 100,000 Swedes to take 
the course.

Vinnova also mapped AI environments in Sweden 
in a study. The overview contains 39 AI environments 
that are working towards the development of 
artificial intelligence. Most are based in universities, 
colleges or institutes, while others are international.

The Swedish Research Council 

The Swedish Research Council has financed 
around 30 projects in 2013–2017, giving up to 
about SEK 95 million. KTH and Uppsala University 
were the largest recipients of funding. The most 
common theme was computer vision and robotics 
(autonomous systems), followed by computer 
science (computer science), then signal processing 
and control technology.

Swedish development initiatives 
within in the field of AI (July 2019) 

36) VINNOVA, AI-Miljöer i Sverige, 2019
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SFF

The Swedish Foundation for Strategic Research 
(SSF) has invested approximately SEK 1 billion in 
AI projects in 2012–2017. They have implemented 
thematic investments in Information Intensive 
Systems and Smart Systems. Within these, several 
AI projects have been launched.

The KK Foundation

The KK Foundation has estimated that AI-related 
research and competence development has finan-
ced around SEK 1 billion over the past 10 years. 
The projects include semantic robots and big data 
research.

Knut and Alice Wallenberg Foundation (KAW) 
(WASP)

WASP Knut and Alice Wallenberg Foundation's 
AI initiative is taking place within the Wallenberg 
AI, Autonomous Systems and Software Program, 
WASP, which was launched in 2015 and will con-
tinue to run until 2025. It is the largest Swedish 
venture, as a result of its SEK 3.5 billion investment 
in research and education in the AI sector. The AI 
initiative has an emphasis on data-driven AI and 
the new mathematics that are necessary in the 
field, but also covers other areas such as robotics, 
computer vision or visual recognition that are 
already being researched within WASP. The focus 
of both quantum and AI efforts is on long-term 
competence building by creating large research 
schools and recruiting young researchers from 
the rest of the world to Sweden. Together, these 
efforts contribute to the training of about 200 
new doctors and the recruitment of up to 40 new 
research groups.

AI Competence for Sweden

The need for in-depth knowledge of artificial 
intelligence (AI) is great in the labour market and in 
society. The government is now investing another 
20 million in higher education in AI. The initiative 
will also promote lifelong learning. Seven univer-
sities are participating in the initiative: Chalmers 
University of Technology, Gothenburg University, 

Royal Institute of Technology, Linköping Universi-
ty, Lund University, Umeå University and Örebro 
University. More educational institutions may join 
the initiative in the future.

The Swedish Agency for Economic and Regional 
Growth

The Government has commissioned the Swedish 
Agency for Economic and Regional Growth to map 
and promote the ability of small and medium-sized 
companies to use data as a strategic resource.

Many small and medium enterprises (SMEs) 
need to become better at strategically using data. 
The Swedish Agency for Economic and Regional 
Growth is now tasked with helping them to exploit 
the potential of data-driven innovation and data 
as a resource. Initially, the Swedish Agency for 
Growth will identify sectors and industries where 
there is the greatest potential for data-driven inno-
vation and strategic use of data.

The Swedish Agency for Economic and Regional 
Growth will also implement knowledge-enhancing 
efforts such as seminars and pilot projects in the 
lab environment. National security, protection of 
personal integrity and issues regarding sharing, 
exchange, access, ownership, data collection and 
storage will be taken into consideration in this work.

The Swedish Agency for Economic and Regional 
Growth shall be reported to the Government Offices 
no later than February 1, 2021.

Statistics Sweden (SCB)

The Government has commissioned Statistics 
Sweden to survey the use of artificial intelligence 
in companies and public administration, including 
the university and higher education sectors.

Through a broad statistical foundation, SCB will 
highlight variation in the use of AI and analysis of large 
amounts of data within and between sectors and 
industries, as well as factors that influence its use.

SCB will use AI, in the form of text analysis and 
machine learning, in order to estimate the extent 
of the use of AI among Swedish companies. In this 
work that is due to be reported to the Government 
Offices no later than 30 November 2020, SCB will 
be in close dialogue with Vinnova, DIGG, Growth 
Analysis and SKL. 
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The term ‘Artificial Intelligence’ (AI) does not actually have any clear defi-
nitions or delineations. AI research itself is both specialised and spread 
across many subfields. For this analysis, we have chosen the definition 
also used by Vinnova in the study Artificial intelligence in Swedish busi-
ness and society, 2018”.

This is: "The ability of a machine to mimic intelligent human behaviour. 
Artificial intelligence is also the designation of the science and techno-
logy field that aims to study, understand and develop computers and 
software with intelligent behaviour."

When we talk about AI in an industrial context, we are primarily referring 
to machine learning technology with neural networks.

Algorithmisation is a mega-trend within which more and more value-ad-
ding activities are managed and controlled by algorithms instead of 
human beings

IndTech is used to describe the development, companies and markets 
that arise when traditional automation and industrial IT meets  
digitisation. IndTech companies include:

•	 Suppliers of industrial automation, such as ABB or Siemens.

•	 Suppliers of industrial IT software, such as SAP or IBM.

•	 Providers of digital platforms, such as Microsoft or Amazon Web 
Services.

•	 IoT providers, such as Ericsson or Nokia, and operators, such as Telia 
or Telenor.

•	 System integrators and machine suppliers who base their process or 
mechanical engineering offerings on digital technology. These include 
companies such as Sandvik, Epiroc, Valmet and many more. 

Platformisation can be used to describe the general movement of 
various companies’ automation and IT support to the cloud, and also to 
describe the movement of platforms created by open standards to plat-
forms owned and controlled by a particular actor. Because the value 
of a platform tends to increase for all involved as more people use it, 
there is a tendency for already-large platforms to grow even bigger.

We have chosen to use the term operational development to encompass 
the operational changes in processes or in organisations that lead to 
increased efficiency or increased customer values. Within this area, AI 
can be a very powerful tool. 

Glossary

Artificial Intelligence (AI)

Operational Development - OD

Algorithmisation 

IndTech

Platformisation 

The report contains a number of terms that may need clarification. Key terms include:
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This report is about artifi cial intelligence.
Artifi cial Intelligence has very quickly risen to become a highly topical subject of debate. Discussions revolve 

around integrity, security, ethics, the issue of jobs, autonomous vehicles, military systems and science-fi ction -

-like scenarios. The reason for this is that technological development, which up until now has been taking 

place with gusto behind the scenes, is now becoming increasingly visible. Almost every day, new AI applica-

tions are launched, and these are having noticeable eff ects on our everyday lives.

The goals of this study are specifi c to industry. With industry leaders and other decision makers as a target 

group, it aims to off er an overview and assessment of the sector's driving forces and dynamics from an industrial 

market perspective.

An essential insight from the study is that industrial AI is not something that will arrive at some point in 

the distant future; it is a current reality and one which every industry leader needs to take into account. 

Our view is that AI is a powerful addition to the methodology toolkit for analysis, and that it can be used for 

optimisation and automation within industry. But AI needs to be considered in the right context. The major 

eff ects only arise in the boundary between domain and analytics knowledge, the capability for creative 

 operational development, and integration into digital platforms. AI needs to be considered in a transformative 

context. Under these conditions, our assessment is that, on an international level, Swedish companies are 

well placed for adopting this new technology and translating it into effi  ciency gains and business success.

AI development is now progressing at high speed. Competence and resources are being built up at a rapid 

pace by suppliers, consultants and system integrators. We believe it is a good idea to combine this knowledge 

with industry's process know-how and to start testing and transforming; to establish best practice. We also 

believe that a good way to activate AI in Swedish industry is to be open and to share experiences. It is not the 

fi rst time that curiosity, inspiration and competitiveness has led Swedish industry to the top.
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